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ABSTRACT: The dynamic modulus is the main input material property of asphalt mixtures 
for the modern mechanistic-empirical asphalt pavement design methods. The dynamic 
modulus is determined in laboratory by different procedures but in all cases, they require 
sophisticated equipment and well-trained personnel. When these experimental results are not 
available, they could be estimated using different predictive models based on the aggregate 
gradation, volumetric properties of the mixture and binder characteristics. This paper presents 
the application of the Artificial Neural Network (ANN) technique in order to develop a robust 
prediction model of the dynamic modulus of asphalt mixtures. The experimental data used for 
the training and validation processes were collected from different construction projects in 
Argentina. The measured and estimated dynamic modulus results using the ANN model were 
compared and discussed showing that the ANN model developed in this study is promising to 
estimate the dynamic modulus of bituminous mixes for practical applications. 
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1 INTRODUCTION 
 
The dynamic modulus is the main input material property of asphalt mixtures for the modern 
mechanistic-empirical flexible pavements design methods. It determines the distribution of 
stress and strains into the pavement structure and also, it can be correlated with the rutting and 
fatigue cracking behavior of the bituminous layers (NCHRP, 2004).  

The dynamic modulus E* is determined in laboratory by different procedures but in all 
cases, they require sophisticated equipment and well-trained personnel. Currently, few 
jurisdictions in Argentina have the required testing capabilities to experimentally determine 
the dynamic modulus of their asphalt mixtures and other alternatives are needed to obtain this 
property. When these equipments are not available, the dynamic modulus of the asphalt 
mixtures could be estimated with different predictive models developed by different 
researchers and based on the volumetric properties of the mixture, the aggregate gradations 
and the binder characteristics using regression analysis from experimental data.  

A previous work (Martinez & Angelone, 2009) has reviewed three estimation procedures 
considering their advantages and disadvantages in terms of necessary inputs and ease of use. 

This study concluded that, when testing results are not available, reliable first order 
dynamic modulus estimates for asphalt mixtures typically used in Argentina can be obtained 
using any of the predictive procedures considered. However, the predictive capabilities of 
each one could be improved using additional information, changing the functional form of the 
model or calibrating them. 



Thus, in order to develop a more robust predictive model of the dynamic modulus of 
asphalt mixtures, a different point of view was considered at the Road Laboratory of the 
University of Rosario using the Artificial Neural Network (ANN) technique. Such an 
approach has been used successfully in other engineering fields like the analysis of building 
damages, identification of structural systems, behavior of materials, structural optimization 
and performance of building foundations. In road engineering, the technique was used in the 
back calculation of asphalt pavements (Kim, 2001; Meier, 1995; Ceylan et al, 2007), the 
predictions of roughness deterioration (Attoh-Okine, 1994), the estimation of the properties of 
asphalt mixtures (Far et al, 2009; Zeghal, 2008a; Zeghal, 2008b; Lacroix, 2008; Sakhaei Far, 
2009) and subgrade soils (Zeghal y Khogali, 2005).  

This paper presents the application of the Artificial Neural Network (ANN) technique in 
order to develop a robust prediction model of the dynamic modulus of asphalt mixtures. The 
primary advantage of this approach over statistical regression techniques is that the functional 
form of the relationships is not needed a priori and it offers the potential for capturing 
complicated nonlinear relationships between the dynamic modulus and mixtures variables. 
However, the main disadvantage of the ANN approach is the inability to extrapolate results 
when the inputs are outside the range of values used to develop it. The experimental data used 
for the training and validation processes were collected from different construction projects in 
Argentina. The measured and estimated dynamic modulus results using the ANN model are 
compared and discussed. Also, the accuracy of the predictions using the ANN model is 
compared against those obtained with another predictive procedure.  
 
 
2 ARTIFICIAL NEURAL NETWORKS 
 
Artificial neural networks (ANN) are computational systems made of a number of neurons 
that are connected together in a way similar to the architecture of the human brain. This 
system is capable of recognizing, capturing and mapping patterns contained in a set of data 
due to the high interconnections of neurons processing information in parallel. When a 
network has learned the patterns defining the relationship between the input data and output, 
it can be used to predict new conditions. A basic network is composed by three or more layers. 
The first layer contains the input data while the last layer contains the output result. One or 
more layers known as hidden layers are placed between the input and output layers. These 
hidden layers constitute the network’s means of delineating and learning the patterns 
governing the data that the network is presented with. A basic architecture of an ANN with 
three neurons in the input layer, two neurons in the hidden layer and one neuron in the output 
layer is presented in Figure 1. 
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Figure 1: Schematic architecture of an ANN 

 



Presenting a network with facts for which the input and output are known to delineate the 
embedded patterns is an integral part of the ANN modeling process named as learning process. 
In this study, the back propagation learning process has been adopted to train the network 
because it is the most popular process used in many fields of science and engineering. In a 
back propagation learning process, training is accomplished by assigning random connection 
weights to the connections between neurons and calculating the output using the present 
connection weights. Then, the process involves back propagating the error defined as the 
difference between the actual and computed output through the hidden layer. This procedure 
is repeated for all training sets of data until the error is within a certain tolerance. The final 
network with final connection weights is then saved to serve as a prediction model.  

A more detailed description of the ANN technique is out of the purposes of this paper and 
more information could be found in Müller et al., 1995. 

 
 

3 MATERIALS AND PROCEDURES 
 
3.1 Materials 
 
The materials used in this study were cores obtained from 17 different sections of asphalt 
pavements recently built around Rosario in the Littoral region of Argentina. In these sections, 
33 locations were selected where asphalt concretes with different formulations were used for 
the surface and the base layers in order to obtain 51 different asphalt mixtures conventionally 
used in Argentina for surface and base layers of asphalt pavements. All of these mixtures can 
be classified as dense graded asphalt concretes with conventional binders. At each location, 
six cores were taken. Two of these cores were used for the determination of the dynamic 
modulus as is described later. The other four cores were used in the laboratory for the 
determination of the volumetric properties of each mixture, the properties of the recovered 
binders (viscosity at different temperatures, penetration and softening point) and the aggregate 
gradation. A database containing the information of the 51 mixtures was elaborated covering 
a wide range of properties used as inputs for the ANN predictive model. Table 1 presents a 
summary of the descriptive statistics calculated from the database, for the parameters 
considered in it. 
 
Table 1: Descriptive Statistics of the mixtures and binder data 
 

Values in the database Variable Maximum Minimum Average Std. Dev. 
Viscosity 60 °C (Poises) 10200 2737 6605 1918 

Pen 25 °C (1/10 mm) 62.9 54.0 59.5 2.2 Asphalt Binder 
Softening Point (°C) 67.7 32.3 43.0 8.3 

Vb (%) 14.1 10.0 12.5 0.9 
Va (%) 10.0 1.9 4.1 1.6 

VMA % 22.1 13.3 16.7 1.6 Volumetric Properties 

VFA % 86.8 54.7 75.6 7.0 
% passing #3/4 100.0 90.7 97.0 2.4 
% passing #3/8 84.3 59.7 75.3 5.7 
% passing #4 68.1 46.7 59.4 4.9 
% passing #8 51.6 34.6 43.1 4.0 

% passing #40 29.7 18.0 24.5 2.6 

Aggregate Gradation 

% passing #200 9.0 4.5 7.3 0.9 
with 
Vb : Effective bitumen content by volume 



Va : Air Voids content 
VMA : Voids in the mineral aggregate 
VFA : Voids filled with asphalt 
 
3.2 Dynamic Modulus Determination 
 
The Dynamic Modulus E* of the cores was experimentally measured with the Indirect tension 
(IDT) mode with sinusoidal loadings following a procedure very similar as it was developed 
by Kim et al., 2004 using the linear viscoelastic solution. These authors concluded that the 
IDT testing of cores seems to be more appropriate for the evaluation of existing pavements 
given that a typical asphalt layer thickness is less than 100 mm and that coring is the most 
effective method of obtaining specimens from actual pavements. Also, the dynamic modulus 
determined from the IDT test using this linear viscoelastic solution is statistically the same as 
the one measured from the axial compression test. 

Assuming the plane stress state, the linear viscoelastic solution for the dynamic modulus of 
an asphalt mixture under the IDT mode results: 
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where 
E* : dynamic modulus 
P : amplitude of the applied sinusoidal load 
Δh : amplitude of the resulting horizontal deformation 
t : thickness of specimen 
K1, K2 : coefficients depending on the specimen diameter and gauge length 
μ : Poisson’s ratio 
 

Testing was performed using a servo-pneumatic machine, developed at the Road 
Laboratory of the University of Rosario, using a 5000 N load cell, which is capable of 
applying load over a range of frequencies ranging from 0.01 Hz to 5 Hz. A proportional valve 
controlled by the computer is used to generate the sinusoidal loadings at the required 
frequency. The test frame is enclosed into a temperature chamber. The temperature control 
system is able to achieve the required testing temperatures ranging from 0 °C to 50 °C. The 
data acquisition system was also developed at the Road Laboratory of the University of 
Rosario and is capable of measuring and recording data from three channels simultaneously: 
two for horizontal displacements and one for the load cell. In order to increase the simplicity 
of the test, only horizontal deformations were measured and the Poisson’s ratio was adopted 
as a function of the test temperature. The horizontal deformations were measured using 
LVDTs mounted on each of the specimen faces using a 35 mm gauge length. The applied 
load and the average horizontal deformation were calculated fitting sinusoidal functions to the 
measured experimental data. For the adopted gauge length and for specimens with 100 mm 
diameter, the coefficients K1 and K2 result: K1 = 0.188 and K2 = 0.595. The cores used for 
the determination of the dynamic modulus were trimmed to the test thickness approximately 
equal to 50 mm using a laboratory concrete saw. In this study, four temperatures (10, 20, 30 
and 40 °C) and five frequencies (4, 2, 1, 0.5 and 0.25 Hz) were used. Then, the average of the 
experimental values of the two samples coming from the same location was considered in 
order to build a database containing 1020 experimental dynamic modulus values (51 mixtures, 
4 temperatures and 5 frequencies). 
 
 



4 DEVELOPMENT OF THE ANN MODEL 
 
The architecture of the network is defined by the number of layers and neurons in each layer. 
In general, a great number of processes can be modeled with one or two hidden layers and 
then, only one hidden layer was selected for the development of this ANN predictive model.  

Thus, a three layer feedforward neural network with supervised learning was trained with 
the experimental data. The available data has been randomly divided in two separated sets of 
values: the Training Pattern containing 80 % of the available data and the Validation Pattern 
with the remaining 20% of the data. As the dynamic modulus could vary in a wide range of 
values depending on the test temperature and the frequency (from 100 to 20000 MPa for 
conventional mixtures), E* values were considered in logarithmic values. The neural network 
expects any input and output value to be between 0 and 1. Therefore the pattern sets must be 
normalized before being processed by the network and this normalization was calculated as: 
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with 
i : input or output value 
low : minimum possible value 
high : maximum possible value 
N(i) : normalized input or output value 

 
Regarding the number of neurons in each layer, the input layer has 15 neurons: 13 neurons 

for the variables cited in Table 1 and 2 additional neurons for the testing temperature and the 
frequency. The output layer has only one neuron corresponding to the log E* value. The 
number of neurons in the hidden layer was analyzed in order to arrive at a robust network. 
The analysis consisted of training ANN models with varying number of neurons in the hidden 
layer and the effect of the number of hidden neurons on the accuracy of the network was 
measured by the average deviation AvDev between real and estimated values. This average 
deviation is calculated as: 
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where 
AvDev : average deviation 
Oi : real output value (normalized) 
ONETi : estimated output value (normalized) 
N : number of values in the pattern 

 
The effect of the number of hidden neurons in the single hidden layer on the average 

deviation using the training pattern is shown in Figure 2. 
This figure shows that the number of neurons in the hidden layer plays a major role in the 

accuracy of the network. Further, the network with 13 neurons in the single hidden layer was 
found to provide the best accuracy with an average deviation approximately equal to 0.001, 
which was considered acceptable. Increasing the number of neurons in the hidden layer does 
not improve significantly the predictive quality of the model. Finally, only one hidden layer 
with 13 neurons was adopted for the development of this ANN predictive model. 
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Figure 2: Evolution of the average deviation with the number of hidden neurons 
 
5 OBTAINED RESULTS 
 
5.1 Accuracy of the ANN model 
 
The developed ANN model was trained and validated using a free software available on 
Internet that allows the user to import data from other spreadsheets, modify some control 
parameters and display real and estimated results in a comparative manner (Runtime Software, 
2009). 

In order to evaluate the accuracy of the predictions, the relative errors between measured 
(real) and estimated values has been calculated as: 
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with 
E*i : measured value of E* 
E*NETi : ANN estimated value of E*  

 
Figure 3(a) shows the frequency distribution of these relative errors for all the data in the 

training pattern while Figure 3(b) shows the same distribution for the validation pattern. As 
can be observed, approximately 85 % of the estimated values have a relative error smaller 
than 30 % for the training pattern while 80 % of the estimated values have a relative error 
smaller than the same limit for the validation pattern. These errors were considered very 
acceptable since it was observed that replicate samples tested in the laboratory might exhibit a 
difference in the order of 20 to 30 %. 
 
5.2 Adequacy of the ANN model 
 
Once the ANN model was trained, it was implemented on an Excel spreadsheet where, for a 
given set of inputs, the resulting E* value is automatically calculated. Then, the network was 
used to check trends related to variations in testing temperature and frequency. The 
predictions given by the ANN model were checked against trends established in the literature 
for these two variables using the characteristics of a novel asphalt mixture that the ANN 
model did no see before.  
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Figure 3: Frequency distribution of the relative errors. (a) for the Training Pattern (b) for the 
Validation Pattern 
 

The variables for this mixture are listed in Table 2. Also, temperatures and frequencies 
were different than those used in the experimental determination of E*. The ANN estimated 
E* values are shown in Figure 4.  
 
Table 2: Variables of the novel mixture 
 

Viscosity 60 °C (Poises) 4210  Gradation 
Pen 25 °C (1/10 mm) 53.0  % passing #3/4 100.0 
Softening Point (°C) 53.1  % passing #3/8 75.6 

Vb (%) 12.5  % passing #4 62.9 
Va (%) 4.1  % passing #8 46.5 

VMA % 16.5  % passing #40 21.3 
VFA % 75.7  % passing #200 9.6 
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Figure 4: ANN estimated E* values 
 

It is clear that the ANN model is capable of reproducing the known effect of temperature 
and frequency because at all frequencies, a decrease in the temperature results in an increase 
in the dynamic modulus and, at any temperature, and increase in frequency results in an 
increase in the dynamic modulus. 
 
5.3 Comparisons with other predictive model 
 
The ability of the ANN model to predict sufficiently accurate and reasonable dynamic 



modulus estimates adequate for use in mechanistic-empirical pavement design procedures 
was determined by comparing ANN estimations and predicted values using another well 
accepted prediction model (the Witczak model) included in the Mechanistic Empirical 
Pavement Design Guide developed under the project NCHRP 1-37A (NCHRP 2004). The 
model is formulated as: 

 
( )

( )
( ) ( )[ ]η−−−−

+−+−
+⎟

⎠
⎞

⎜
⎝
⎛

+
−

−−−−+=

log393532.0flog31335.0603313.0

2

2

e1
34p00547.038p000017.038p003958.04p021.0871977.3

VaVb
Vb802208.0

Va058097.04p002841.0200p001767.200p02932.0750063.3*Elog
 (5) 

with 
E* : dynamic modulus in 105 psi 
η : bitumen viscosity at the test temperature in 106 Poises 
f : loading frequency in Hz 
p34 : cumulative percent retained on the #3/4 sieve 
p38 : cumulative percent retained on the #3/8 sieve 
p4 : cumulative percent retained on the #4 sieve 
p200 : percent passing the #200 sieve. 
 

For the comparisons, the dynamic modulus values in psi were converted to MPa. Figure 5 
shows the comparison between measured and estimated E* values using the ANN model 
while Figure 6 shows the same comparison using the predicted values with the Witczak model, 
[(a) in logarithmic space; (b) in arithmetic space]. 

To evaluate the performance of the predictive procedures, the correlation of the measured 
and predicted values was assessed using goodness-of-fit statistics according to subjective 
criteria proposed by Witczak et al., 2002, and shown in Table 3. The statistics include 
correlation coefficient, R2 and Se/Sy (standard error of estimate values/standard deviation of 
measured values). Table 4 presents the evaluation of both predictive procedures according to 
these criteria. 
 
Table 3: Criteria for Goodness-of-Fit Statistical Parameters 
 

Criteria R2 Se/Sy 
Excellent ≥ 0.90 ≤ 0.35 
Good 0.70 – 0.89 0.36 – 0.55 
Fair 0.40 – 0.69 0.56 – 0.75 
Poor 0.20 – 0.39 0.76 – 0.89 
Very Poor ≤ 0.19 ≥ 0.90 

 
The ANN model has an excellent correlation to the measured dynamic modulus values and 

the goodness-of-fit statistics show an excellent performance, better than the performance of 
the predictions with the Witczak model. The predicted values using the ANN model are in 
excellent agreement for the full range of E* values measured for both, the training and the 
validation patterns. However, the Witczak model is in good agreement for medium and high 
values of the dynamic modulus but the lower modulus values are overestimated.  

 
Based on the obtained results, it could be concluded that when testing results are not 

available, reliable first order dynamic modulus estimates for mixtures typical to Argentina can 
be obtained using the ANN model developed in this study. 
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Figure 5: Comparison of E* values using the ANN model 
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Figure 6: Comparison of E* values using the Witczak model 
 
Table 4: Goodness-of-Fit Statistics for the Predictive Procedures 
 

Pattern Space Statistics ANN model Witczak model 
R2 - Se/Sy 0.92 – 0.28 0.78 – 0.37 Arithmetic  Evaluation Excellent/Excellent Good/Good 
R2 - Se/Sy 0.97 – 0.16 0.90 – 0.20 Training 

Logarithmic  Evaluation Excellent/Excellent Excellent/Excellent 
R2 - Se/Sy 0.90 – 0.34 0.72 – 0.43 Arithmetic  Evaluation Excellent/Excellent Good/Good 
R2 - Se/Sy 0.97 – 0.18 0.87 – 0.23 Validation 

Logarithmic  Evaluation Excellent/Excellent Good/Excellent 
 
 
6 CONCLUSIONS 
 
The dynamic modulus is the main input material property of asphalt mixtures for the modern 
mechanistic-empirical flexible pavements design methods. However, the dynamic modulus 
test is complex and time consuming. In Argentina, there are only few laboratories with the 
required testing capabilities and human resources to perform such a test. This paper presented 
the development of a predictive dynamic modulus model based on the artificial neural 



network (ANN) technique. The results obtained in this study showed that the model has the 
capability of learning trends observed in laboratory testing of asphalt concrete and 
satisfactorily predicting the dynamic modulus of bituminous materials. The ANN model was 
found to perform better than the empirical predictive equation adopted in the Mechanistic 
Empirical Pavement Design Guide developed under the project NCHRP 1-37A. Finally, when 
testing results are not available, reliable first order dynamic modulus estimates for asphalt 
mixtures typically used in Argentina for practical purposes in mechanistic empirical pavement 
design procedures, can be obtained using the ANN model developed in this study. 
 
REFERENCES 
 
Attoh - Okine, N. O., 1994. Predicting Roughness Progression in Flexible Pavements using 

Artificial Neural Networks. Third International Conference Managing Pavements. San 
Antonio. 

Ceylan, H., Gopalakrishnan, K., Guclu, A., 2007. Nonlinear Pavement Analysis Using 
Artificial Neural Network Based Stress-Dependent Models. Transportation Research Board, 
Washington D.C. 

Far, M., Underwood, B., Ranjithan, S. R., Kim, Y. R., 2009. The application of artificial 
neural networks for estimating the dynamic modulus of asphalt concrete. Transportation 
Research Board, Washington D.C. 

Kim, Y. R., 2001. Assessing Pavement Layer Condition using Deflection Data. NCHRP 
Research Results Digest No. 254. National Research Council, Washington, D.C. 

Kim, Y. R., Seo Y., King M. and Momen M., 2004. Dynamic modulus testing of asphalt 
concrete in indirect tension mode. Journal of the Transportation Research Board, Vol. 
1891, pp 163-173. 

Lacroix, A., Kim, Y.R. and Ranjithan S.R., 2008 Backcalculation of the Dynamic Modulus 
from the Resilient Modulus of Asphalt Concrete Using an Artificial Neural Network. 
Journal of Transportation Research Board, Vol. 2057, pp.107-113. 

Martínez, F. & Angelone, S., 2009. Evaluation of different predictive dynamic modulus 
models of asphalt mixtures used in Argentina. 8th International Conference on the Bearing 
Capacity of Roads, Railways, and Airfields (BCR2A'09), Urbana – Champaign. 

Meier, R. W., 1995. Backcalculation of Flexible Pavement Moduli from Falling Weight 
Deflectometer Data Using Artificial Neural Networks. Final Report, AEWES, Vicksburg. 

Muller, B., Strickland M.T. and Reinhardt, J., 1995. Neural networks. An Introduction. 
Springer-Verlag, Berlin. ISBN 3-540-60207-0. 

NCHRP 1-37ª, 2004. Mechanistic-Empirical design of new and rehabilitated pavement 
structures. Draft Report. National Research Council, Washington DC. 

Runtime Software, 2009. Pythia V1.02. www.runtime.org/pythia.htm. 
Sakhaei Far, M. S., Underwood, B. S. Kim, Y. R. and Jackson, N. C., 2009. Application of 

Artificial Neural Networks for Estimating Dynamic Modulus of Asphalt Concrete. Journal 
of the Transportation Research Board, Vol. 2127, pp 173-186. 

Witczak, M. W., Pellinen, T., El-Basyouny, M., 2002. Pursuit of the simple performance test 
for asphalt concrete fracture/cracking. Assoc. of Asphalt Paving Technologists, V. 71. 

Zeghal, M., Khogali, W., 2005. Predicting the resilient modulus of unbound granular 
materials by neural networks. Conf. Bearing Capacity of Roads and Airport. Trondheim. 

Zeghal, M., 2008a. Visco-elastic portrayal of bituminous materials: artificial neural network 
approach. Congress of the Geo-Institute of ASCE. New Orleans. 

Zeghal, M., 2008b. Modeling the creep compliance of asphalt concrete using the artificial 
neural network technique. Congress of the Geo-Institute of ASCE. New Orleans. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


